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Garen Staglin:  

Sometimes you’re speechless.  That’s amazing, Meryl.  Thank you for that.  Thank you for reminding that again, what we’re doing this for is for the ones we love and we do have that opportunity that she so poignantly pointed us to.  So, let’s turn now to the opportunities to address this issue.  Tom Carew is going to going to head a panel talking about learning and memory and the state of the research that we have today.  Tom has a distinguished career from Columbia, Yale, UC Irvine and I guess soon to be, NYU.  He’s heading this panel and has been a very active participant in the development of the plan.  So, Tom, I’ll turn it over to you.  

Tom Carew:

Thank you Garen.  So much.  Following Meryl, no easy task.  I will say employing us to see each other as rock stars, that if I look to my colleagues on the left who I’ve known a long time, I will be seen as their roadie, but not their groupie.  

[laughter]
So this morning’s panel is going to address the general question of learning and memory.  And it’s an incredibly important topic to consider from a basic scientific perspective.  It’s something that you and I do every day.  Right now we’re doing it.  We have this amazing ability to acquire information about our world, somehow stick it in our heads, store it in our brains and then retrieve that at some later time.  It’s effortless, and yet it’s absolutely mysterious.  Some memories can last seconds, others a lifetime.  And in the process, the kinds of brain systems that are involved in harvesting and encoding this information are brought on line in remarkable ways that we are understanding the peaks of the mountains, but the heights of those mountains still need to be scaled.  So, it’s a fundamental scientific question that drives many of us around the world, but there’s another reason to study learning and memory.  In a very real way, it’s a window onto who we are.  We are, if you point to that person you call yourself, you’re pointing at an aggregate experience of memories of a lifetime.  We are in a very real way, the sum of our memories.  And if you think about it, I think about it in terms of a tapestry.  And each experience we’ve had across a lifetime, there’s a thread entered into that tapestry and over time, it takes on color and shape and texture and design and each one is unique.  It’s the fabric of each of our lives.  But imagine with me the following.  Let’s say we now started to remove a thread or two from that tapestry.  You can pull several out without much consequence.  Our computational colleagues call that graceful degradation.  But after awhile if you pull enough threads out, it starts to lose some of its texture, its color, its shape, its design.  You pull a few more out and it starts to become fragile.  And in the limit, if you pull too many out, it falls apart.  And I’ve just described the tragedy that we’ve just seen in Alzheimer’s disease, traumatic brain injury, stroke, many of the neurological conditions we talked about.  We have all be touched by that.  We’ve just been touched by it this morning.  Patrick yesterday exhorted us to think about this personally.  It is personal.  It’s family.  And for that reason, we in the field feel at the same time motivated and privileged and daunted by the task of unraveling these mysteries, not just because we’re bloody curious about them, but because of the importance of solving them.      

Tom Carew:
So today the way we’re going to tackle this gigantic issue is to discuss it at three levels of analysis.  The first will be at a basic science level of the synaptic changes and the molecular architecture of memory.  Roberto Malinow will talk about the way the synapses in our brain are changed by experience.  We have in our brains something like ten to the twelfth neurons.  Each make something like ten to the third connections.  That’s about ten to fifteenth connections.  That’s a boatload of synapses between your ears.  And they’re not solder joints.  They’re dynamic.  Your synapses are being changed as I speak to you.  And Roberto’s going to tell us about how that may contribute to our understanding of learning and  memory.  Then we’re going to take it to a systems level.  Randy Buckner will talk to us about how different systems in the brain take care of different kinds of memories.  It’s not one stop shopping there.  We appreciate over the last decades that, in fact, there’s multiple memory systems that have different zip codes, different neuro real estate that are involved in harvesting and processing them.  And he’ll also talk about using both animal models and human models, how Alzheimer impacts those different memory systems.   

And finally, Dave Holtzman will talk about Alzheimer’s and he’ll talk about the incredible impact of the tragedy of Alzheimer’s on the health care system and on the economy of our nation.  He’ll give us a model for how to think about Alzheimer’s and importantly, give us some insights into the critical importance of understanding early detection and treatment.  So, may I first introduce my colleague, Roberto Malinow who is the Shiley-Marcos professor of neuroscience at UC San Diego.  You’re up.

Roberto Malinow:

Thank you.  Hello?  Thank you very much for the invitation to the organizers.  So, I think it’s been said that 9/11 changed America, but I would say that the events of 9/11 changed the brains of America and that’s really what I’m interested in.  How it changed the brains of individuals and how events can modify your brains, as Tom just said.  And how those changes can subsequently change behavior and also how those – the ability to make those changes can go awry in diseases.  So, my studies are directed towards an understanding of this at the cellular and molecular level.  I think later we’ll hear more at the larger brain types of questions of how memories are stored.

So, there are different kinds of receptors.  The first two classes of receptors are -  one is NMDA, another one is called is AMPA and that’s based on chemicals that can activate them.  And these have different properties.  When AMPA receptors are bound to the transmitter, they open up the ion channel as I mentioned, and NMDA receptors are only recruited in very special times.  Only when the synapses are very active are the NMDA receptors activated.  Maybe like when you see the planes go into the twin towers.  That would be an example where there would be very active synapses.  So, these two have different properties and you’ll see that they play different roles in the modification of synapses.  

Roberto Malinow:
So, here’s an example of how we measure the strength of a synapse and the changes in the strength.  So, again, here we’re going to be stimulating these axons here and recording from a neuron here.  And when we record, these are a family of some twenty different trials where we’re measuring the opening and closing of these ion channels that produce a current.  And so, the size of this is a measure of the impulse that is being propagated to the receiving cell.  And we can measure its amplitude and you can see that transmission is fairly stable over this period of time.  Now, here we activate these synapses very strongly and you can see that subsequent to this brief stimulation, that you can imagine would be some episode, you know, you see your spouse with another partner in bed or something, you know, there’s something that is changing your brain.  And these synapses become, in this case, now we stimulate the same neurons and you see a much bigger response over here.  And, so this increase in transmission that was produced by very brief activation can be done in a dish and it’s thought to be potentially one of the building blocks of memory.  That is, that this sort of thing would be happening in many synapses.  And we’re interested in understanding this process at the level of, for instance, we’d like to know what kinds of signals are being produced here that lead to these changes and we know that NMDA receptors are being activated, calcium enters into the cell, there are certain enzymes that are activated and then there’s many other things that we don’t know.  

There’s another big question as to what actually changes at the synapse.  I mentioned to you that there’s a presynaptic side and a postsynaptic side, but when transmission is bigger, what has actually changed?  And recent, the last ten years, we’ve worked on showing that what’s changed is that the number of receptors, that is, the listening part of the synapse, seems to have more receptors.  We’re also interested in determining the relationship between this and memory and again, what all of this has to do with diseases.  So, a number of years ago, we started testing a model where the idea was that during this intense activity, what was happening is that these special class of receptors get activated, they allow calcium enter and they lead to the recruitment of these other types of receptors that transmit the basic signal into the synapse from a non-synaptic region.  Since the neurotransmitter diffuses only short distances, if you recruit receptors into the synapse, that would make the synapse stronger.  And so we wanted to test this very special model for this increase in synaptic transmission.

Now, it turned out to be a little more complicated and took us a little longer, but anyway over the last ten years, we came up with this model that I’ll describe to you and then, I’ll mention what we’ve used it to learn and then I’ll give you some of the data in the end that supports this model.  So it turns out that these receptors that transmit signals actually come in two different forms, red form and greed form.  And one of them is added during this LTP, this long term potentiation, this enhanced transmission.  And another one is involved in maintaining this long term potentiation.  Because, of course, one of the critical problems in biology is how can you have plasticity and stability at the same time? And so in this case, we believe that there are some receptors that are specialized for plasticity, for changing the synapse and others for maintaining it.  

Roberto Malinow:

So how does that work?  Well, we believe that during the induction, there’s this calcium that enters that this leads to the recruitment of these red type AMPA receptors into the synapse and this – the calcium is a transient event, and so how does this going to last for a long time?  

Well, this leads to the formation of protein scaffoldings which we call things like a slot that maintains a placeholder, so that when this receptor degrades and goes away, the slot is still there and now these other receptors that have a property that they kind find slots and are able to go into slots, can replace them.  So when they go away, they can also be refilled.  So this is, at least, a partial solution to the problem of how you can have a long term change with a transient stimulus.  

Okay, so why is this important?  Well it turns out that this kind of trafficking in receptors occurs in associative memory.  And it’s critical for associative memory and if you block it you don’t get it and you can see that it occurs when you monitor associative memory.  It’s also, it turns out to be important in how emotion enhances learning.  All of you know what you were doing during 9/11, but you don’t know what you were doing during 9/10, right?  And the reason is because 9/11, there was a lot of adrenalin flowing in you and it turns out that that enhances your ability to learn many of the other things that normally you wouldn’t learn.  And we’ve found that at least one of the mechanisms for that is that adrenaline or norepinephrine lowers the threshold by which these red receptors move into synapses.  And another example is – which is more to the topic of this panel – is that these receptors turn out to be removed by A beta.  A beta as you’ll see is a critical factor in Alzheimer’s disease and it – we’ve been able to show that A beta leads to the removal of these types of receptors through trafficking mechanisms and weakens the synapses and makes the loss of the synapse.  

Okay, so this is some applications that we’ve done.  Now let me tell you some of the data that went into this.  So we started by being able to deliver genes into neurons and we can do that into brain slices or into the brains of rats.  We can express these proteins and typically we co-express a green fluorescent protein and subsequently in these neurons that are expressing these proteins of interest, we can do electrophysiology imaging or by chemistry.  So, for instance, we can put stimulating electrodes here and recording electrodes.  So here, for instance, we can record from a cell that is expressing our gene of interest that we’ve transiently delivered and from a nearby cell, so if we stimulate axons, we can compare directly what the effect of transmission is on – what the effect of this protein is on transmission by comparing the transmission onto these two cells.  We can also use specialized microscopy called two photon microscopy to look at these neurons and to be able to see the individual synapses.  And to see what happens to proteins in these synapses.   

So, if you – we can tag these receptors with a fluorescent protein and if you express it along with a marker of the structure of the cell, you can look at it and either the red receptors or the green receptors, that I called GluR1 and GluR2, at this level of resolution 
Roberto Malinow:
look about the same.  But, if you look more closely, so if you look at these small regions here, now these two types of receptors look different.  These are, you can see that if you just express these receptors and now these will look yellow, they do not go into the sites where there are synapses.  Whereas, this other type of receptor when you express it, it seems to go into these synapses just fine.  So, when we initially saw this, we said, well maybe these are the ones that we can drive into synapses with LTP.  So we did that kind of experiment where we express it here.  And we bring a stimulating electrode close to one of these dendrites and look at it before and after LTP.  And you can see that there are many changes.  And particularly, you can see that there’s this yellow stuff which was primarily inside here, now increases in these spines.  There are also some newer structures, also new synapses that are formed.    

So this is nice demonstration optically, but it doesn’t really tell us definitively that the receptors have gone into the synapse.  And so, to do that, we developed a way of tagging receptors not optically, but tagging them electrophysiologically.  So here let me take you into the world of electrophysiology for the next thirty seconds, okay?  So if you – and it turns out that it’s a much more definitive way of showing that these receptors have actually gone into the synapses.  And so the idea here is that we can make these receptors in different ways.  So the normal receptors that are in cells have their property that they act like holes in membranes.  When the glutamate binds onto them, they open up and they let ions go either into the cell or out of the cell depending on what’s called electrochemical gradient.  That is, how easy it is for the ion to force itself against the electrical force of the cell.  And if the inside of the cell is negative, then positive ions will go in and you’ll see this negative deflection.  If the inside of the cell is positive, ions will go out and you’ll see this positive deflection.  So this is the normal receptors, AMPA receptors, the endogenous receptors.  It turns out that we can make these recombinant receptors in such a way that they act like one way valves so that they only let ions come in, but they don’t let ions go out.  And so, when these receptors go to synapses, they will behave in the following way.  If the inside of the cell is negative, then you’ll see a negative deflection here.  But if you make the inside of the cell positive, there will be no ions flowing.  Okay?  And so the idea is that if you monitor synaptic transmission, if this, if a synapse that has just these kinds of receptors gets replaced by these kinds of receptors, then synaptic transmission will go from something like, looking like this - is this because I’m overtime?   

[laughter]
No?  Okay.  Synaptic transmission, if synapses that normally are like this get replaced by receptors that are like this, transmission will initially look like this and subsequently look like that.  So that’s if you have a replacement of these endogenous receptors by recombinant receptors.  Now if the recombinant receptors are added to synapses, you’ll have a situation where in negative potentials, you’ll have an increase in this current going into the cells.  And so you’ll have an increase in this negative deflection, but you won’t have an increase in the upward deflection because these guys don’t allow any transmission of ions.  

Roberto Malinow:

Okay, so remember, we want to monitor these receptors going in and out of synapses and so this is a way of tagging them.  The tag here being that they behave in a particular electrophysiological way that’s different from the normal endogenous receptors.  And we can see that electrophysiologically.  So, how can we use that?  So if we express this in neurons, and so here we’ll express receptors in one neuron and not in another, then in the cell that is normal, you can see that when the inside of the cell is negative, ions go into the cell.  When the inside of the cell is positive, ions go out of the cell.  And if we express this receptor, that is the GluR2, the one that we saw automatically goes into synapses, you see that there’s been a decrease in this current that goes out.  And so this indicates that about 50%, since about 50% reduction here, 50% of these receptors were replaced by these recombinant receptors that act like one way valves.  So that’s why they look like they’re in there.  They’re, in fact, in synapses and contributing to transmission.  

Now, if we look at these other receptors that are GluR1 that are added during LTP, if you just express them, you don’t see any evidence that they’re in synapses.  And that’s consistent with what we saw here optically.  They don’t go into these synaptic areas.  But what about now if we, and this is the end, getting close to the end, if we now do LTP on a cell that is expressing these receptors that act like one way valves.  So initially, transmission is looking like this, but now if we induce LTP, and strengthening of the synapse, what we see is that transmission gets bigger here, but not here.  And that’s exactly the signature of these recombinant receptors that we put in there that allow an increase in the current down here, but not up there.  And this indicates that receptors were indeed added into synapses.  If you’d had other changes like, for instance, increase in transmitter release, you wouldn’t have had these kinds of changes.  And as a control, you can express – you can do the same experiment without expressing this recombinant receptor that acts like a one way valve and you see a comparable increase down and up and we explained that because basically what’s happened is that there’s been an increase in these receptors that allow ions to go both in and out.  

Okay, and so this is just a quantification of all these types of experiments so again, this is the kind of model that we can come up with, the molecular model, and it turns out that many diseases affect the details of these models.  And so that’s why it’s important to gain insight into the molecular details because every one of these steps has different potential targets that are affected by diseases and they can also be potentially helped by treatment.  So, thank you very much.

[applause]

Tom Carew:

Thank you Roberto.  Our next speaker is Randy Buckner, who is a professor of psychology and neuroscience at Harvard and MGH and he’ll be talking about imaging human memory circuits.

Randy Buckner:

Thank you.  I also wanted to thank Patrick Kennedy, Garen Staglin and also Steve Hyman for putting together this wonderful symposium.  And also Meryl for your comments to bring the real life aspects of what we’re trying to do to the audience.  Because everything we’re doing is in support of eventually trying to stave off or cure diseases of the mind.  I wanted to start by actually rolling back a little bit in time to how got into this predicament and these are wonderful portraits.  They’re by Rembrandt.  It was wonderful because he painted himself, his self-portraits, throughout his life and was able to capture so beautifully his facial expressions and the details.  And you can see here a photograph of himself early and as a young adult, but then later in life.  And what’s striking, he’s only fifty-two.  He looks much older.  And it’s remarkable how the life span on average is accelerating as all of these other diseases of the bodies and also other, making the world a safer place, are happening.  We no longer die as frequently from heart disease.  We’re able to cure childhood ailments and as a result, we live longer.  And many of you have see these kind of statistics.  I just want to highlight a few because these make the numbers very concrete.  

Often, you see life expectancy and projected life expectancy in terms of how long you can expect to live at birth.  So at the, you know, turn of the last century before this one, you can expect to live to about fifty.  Today, the average life expectancy for Americans is about seventy-eight years old.  This is the kind of stat you’ve seen.  For children who are graduating college, it’s about eighty-nine.   Here’s another way of displaying those same numbers and this is sort of a striking way of presenting them.  If you make it to retirement age, it’s very different.  It’s not life expectancy at birth.  But if you make it to retirement age in 1900, you’d expect to live to seventy-seven.  Today, eighty-three, but here’s the striking thing.  Our students who are graduating, where Steve Hyman will be as provost tomorrow and the day after.  Our students who are graduating, if they make it to sixty-five, they can expect to live, if trends continue, to a hundred.  And what that means is we talked about the baby boomers, we have an even larger problem.  There’s going to be a larger and larger number of individuals living into their eighth, ninth and tenth decades of life.  And this is a great success of medical science.  
 

But here’s the rub.  What we’ve been talking about is that, as you age, there’s a greater frequency of memory impairments.  So, here are the percentage of individuals of moderate or severe memory impairment in their early 80’s and 85 and older.  This is just – so it’s about a third.  This is going to become more and more frequent.  As Meryl showed us, memory is just the canary in the coal mine.  This is a harbinger of much more severe cognitive impairments to come.  So the moonshot, or one aspect of it, is we simply need to shift this curve by a decade or two to stave off and so that everybody can live as gracefully as possible into their tenth and eleventh decades as that becomes a more frequent reality.  And so this is the challenge we have to, as a field, and while we do have some treatments that can moderate symptoms, we actually have no drugs for Alzheimer’s disease or treatments that actually fundamentally stave off the disease.  And this is a shortcoming and we need to make this a reality going forward.  
Randy Buckner:
A lot of the work, the potential targets are coming from basic research, so what I want to do is spend the rest of my time telling you a little bit about the memory systems that are affected by Alzheimer’s disease and how we’ve learned about them.  

Now the story of Alzheimer’s disease begins a little bit before the first moonshot with the seminal work of Scoville Milner.  Brenda Milner is shown here at the time she did the research.  What they made was a remarkable discovery from an unfortunate case study.  And this is of a patient they referred to as H.M.  H.M. had a severe case of epilepsy that could not be treated by other means, so surgeons removed bilaterally, portions of his medial temporal lobe that destroyed a large portion of what we now know to be the hippocampus, the structure that was referred to in the talk we just heard.  After this surgery, H.M. became amnesic.  He could no longer learn new facts and events about his life.  And it was quite remarkable.  So we learned two things from this case study.  The first is that there are specific regions buried deep within the brain in the limbic system, the hippocampus, that are critical to memory function.  The other is, that different forms of memory seem to be dependent on different systems and this is because, while he had a profound memory loss, he could learn things in other contexts.  And a great illustration of this is to show that he could still learn skills.  So, on one day he was presented with a puzzle box.  At first he couldn’t do the box.  He played with it for some time.  He was eventually able to solve it.  They brought the box back to him on the next day, he did it very rapidly.  You could see the learning.  But it was as if he’d seen the box for the first time.  He didn’t know he’d ever been presented the box.  So, these structures are important for some kinds of explicit, or what we refer to as declarative memory, these conscious memories we have, but not for other kinds of procedural memory.  

Now we’ve been learning a lot about how these critical memory structures are embedded in larger circuits in the brain.  And this comes mostly from animal studies in rodents and in primates where by performing very focused lesions in the animals, we could link memory impairments with certain structures and from these studies, we’ve learned that it’s the hippocampus and the immediately adjacent structures that are important to these forms of memory.  But also about the connectivity of these structures into wider circuits across the brain and it’s these large scale circuits that allow memory to function so that we can use these key structures to do remembering, to do memorization.  And this work has been enabled by, largely by primate studies where you can actually trace neuronal  connections using tracer injections.  

So how do we study these kinds of systems in humans?  Now there are two main techniques.  Some of which you saw examples of in earlier talks, but I just wanted to mention briefly how they work.  Now the first technique that you’ve seen alluded to is called the fusion tensor imaging as shown here to the left.  This is a technique you can do safely in about ten minutes in a modern scanner.  It takes advantage of a lucky quirk of nature and that is, you can measure water diffusion in the brain in many directions and water diffuses along the axonal connections, the cables that connect neurons, but not against then.  
Randy Buckner:

And so if you measure water diffusion in many directions and you computationally compute where these diffusion trajectories go, you can make measurements, actually see these white matter projections, these pathways in the brain such as this pathway from the cortex down to the spinal column or this pathway that connects the two hemispheres one to the other.  

And so this has been a very powerful technique to unravel the connectivity in the human brain.  Now there’s a second technique that’s gained prominence over the last decade, something that we also heard about in Marc Raichle’s talk in the connectomics session.  And this takes advantage of the fact that there’s a tremendous amount of intrinsic activity in the brain.  And it’s not random.  It seems to be constrained by anatomical connectivity, such that this intrinsic activity which is going on in all of us at rest, the only thing I can say is that if you drift off from my talk is, I feel okay about that.  Because you’re doing a very interesting experiment from our standpoint.  But the activity cascades down, these little avalanches down these connectivity profiles of the brain.  So you can make these measurements of intrinsic activity and actually start to chart out the complex architecture of the human brain.  And I just wanted to show you one example shown on this next slide.  

Now this particular image here, is the connectivity from a very small region placed here in parietal cortex.  And what you see is that there are large projections to visual cortex and to motor regions.  This is the canonical pathway that allows sensory information to be transformed to guide motor movements that we also heard about yesterday.

Now there’s another point to make here.  while we can see the large scale architecture of the pathways, as you saw in absolutely beautiful images by Jeff Lichtman yesterday of the details of the individual wires coming off of neurons.  We’re at a far different scale.  The region alone is about a thousand times larger than this volume that ended his talk yesterday.  So we have these two grand scales.  One that you see in humans, which is the limits of our technology today.  We have to do better going forward.  And then also, the Connectomics Project working upwards from these very small scales.  But, these tools are powerful and they’re powerful in a very specific way.  They allow us to map the large scale circuits of the entire brain.  And we did that recently in a thousand subjects.  And this is just a movie of one example of that.  This is a movie playing the connectivity across many regions as you move it across the cortex.  And you’re struck with a couple of different observations.  The first is that the human brain is very complex.  There are a number of large scale interdigitated circuits and as you move across even adjacent regions of the brain, you can see markedly different connectivity profiles.  The other is, that most of the human cortex is not connected to sensory motor systems.  This is probably a recent evolutionary expansion that allows us to do higher level thinking.  And, in fact, as you see here, the connections from this region in parietal cortex, the region that we refer to as association cortex, is connected to other association regions and is completely absent coupling to sensory motor areas.  
Randy Buckner:

These are the regions that are expanded and as I’ll show you in a little while, are critical to memory and also the first that are disrupted in Alzheimer’s disease.  We can use these tools to map out the memory circuits connected to the hippocampal system and that’s what I’m showing you here.  

On this particular image that you’re seeing, I’m not going to go into the details.  It’s just to show you that we can make maps of the large scale circuits.  This particular image starts from going to the hippocampus in a human being and working outward to determine the large scale circuits that it’s connected to, which are very interesting.  Some of them have been known about from primate studies.  But you can also see how these circuits are interacting with prefrontal systems.  And that might involve the control of memory.  So much as we saw in these emotional pathways that the amygdala is connected to high level cognitive control systems, so are memory systems.  Now we can probe these systems and actually determine, are they used when you actually do things involving memory?  And the field has done that in many ways.  For example, something you can do, is take a student in college, place them in a scanner, give them a list of words.  Five minutes later, give them a test and ask them to recall which words they saw and you can activate these areas.  You can do other kinds of tests and I just want to show you one example here.  

This is an interesting one because here we spent several million dollars to turn a human being into a rat.

[laughter]
This particular study was inspired by the beautiful physiological work that’s being done in rodent systems where we’ve learned a lot about how these memory systems work.  And what we asked is could we capture these memory systems being used productively when people confront novel situations?  And this work by a graduate student developed in this scanner a virtual reality paradigm and this was going through a maze and they were now confronted with a barrier.  They’re looking around, just like they do in the real world to figure out what to do.  And at that moment, you can capture these memory systems come on line and you can see them active as we all do throughout our days when we confront novel situations and have to draw on our past experiences to adapt to our environment.  If you look across many such studies, some that have used this kind of paradigm, many others that have used paradigms where people were simply asked to recall, you can map out the brain systems that are used during active remembering and they’re shown here in a large scale analysis by Spreng and colleagues.  And what you can see is the activity in this large scale network that’s connected to this key memory structure, the hippocampal formation.  

Now when we look in the earliest stages of Alzheimer’s disease, in individuals in their seventh and eighth decades of life, when sometimes when the symptoms are so subtle that they don’t have a clinical diagnosis of Alzheimer’s disease, but we suspect they do, you can see a very distinct pattern of Alzheimer’s pathology, amyloid beta deposition across the brain.  
Randy Buckner:
This is something that Dave Holtzman will talk about a little bit in a few moments.  You can see that this network, this pathology takes out these large scale memory circuits.  It seems to be that Alzheimer’s disease is a very insidious disease.  It doesn’t affect sensory motor systems.  It specifically destroys those systems involved in humans in higher level cognition that are linked to our memory systems that are probably why we are able to be so adaptive.  These are the systems that have evolved most recently, but it’s also why the disease is so clinically devastating.  \

Now there’s a couple of features we’ve also learned about how these memory systems are affected across the lifespan.  The first is that these systems change in all of us.  Now this is a reality that we just have to accept.  As we age, our hair thins, our skin wrinkles and various parts of our brain shrink.  For those of you who are smiling because you’re in your 20’s, it’s already started.  

[laughter]
What we also know is that not all changes are as devastating as Alzheimer’s disease.  And here’s the interesting plot from several hundred individuals.  Across the lifespan, when I’m looking at hippocampal volume in normal aging, when I say normal here, these are individuals who are screened from the earliest signs of even subtle cognitive impairments and then you can see this jump when you see the destruction of Alzheimer’s disease.  

So, there are two separate questions we have at hand.  Why is it that some of us get Alzheimer’s disease?  What is the pathology that takes people off this normal trajectory that is so devastating?  That’s something Dave Holtzman will pick up in the next talk, but also, how is it that all of us do so well as we age in the presence of these brain changes?  And this is something that’s also very interesting, in part, because if we can learn a bit about how endogenous compensation mechanisms work, we might be able to harness them to actually stave off the disease.  And one concept that’s emerged recently is something referred to as brain reserve.  And this is that we have a remarkable amount of capacity to deal with change in aging.  We do not fully understand the mechanisms, but we do know that we don’t receive changes in aging passively.  We respond.  We actively compensation and I just want to give you one example of that.  

If you take a group of older individuals, healthy older individuals and you have them to a memory task, what you’ll see is that the performance will be exceptionally good.  But, when you look, you can see that their brains are working harder.  You’ll call upon the same regions as young adults, but also regions in both hemispheres to a large degree as if when our muscles weaken, we might use two hands, where in the past we’ve used one.  Not all individuals do this to the same degree and an open question is why and how do we get everybody to do so to the maximal level.  

I want to end by just returning back to Brenda Milner who I started with who had launched this line of research sixty years ago.  Is a remarkable figure.  She’s somebody who inspired me into the field when she described amnesia.  
Randy Buckner:
Here’s Brenda Milner today.  She started a new research program.  The specifics of this program are funded by a new grant she just got last year.  She’s trying to understand how the two hemispheres interact with one another and how that enables maximum performance.  This is very interesting.  It’s something Francis Collins mentioned yesterday as something that’s disrupted in a brain injury in soldiers.  She’s a remarkable example of what’s possible in graceful aging. There are other examples.  One, an example you might know of is John Glenn.  If you’re from Boston, he’s very famous.  He was Ted Williams’ wing man in the Korean War.  For those of you who are not from Boston, you might know him as the first American to orbit the earth.  Shortly after the moonshot was inspired by the anniversary we’re celebrating, within a year, John Glenn orbited the moon, but – I’m sorry, orbited the earth, not the moon – come a number of years later in the 90’s at the age of seventy-seven, he returned to space as an example of what’s possible in advanced aging.   

So at the heart of what we’re trying to do is to understand why memory systems fail so we can help everyone age as gracefully and vibrantly as we know is possible from these individuals.  Thank you.

[applause]

Tom Carew:

Thanks Randy.  Our last speaker this morning is Dave Holtzman who is the Andrew and Gretchen Jones professor and chair of the department of neurology at Washington University.  Dave?

David Holtzman:

Thank you very much.  I want to thank the organizers for the very kind invitation for me to tell you about what’s been going on in the science of Alzheimer’s disease that I think really gives me hope that we will able to ultimately delay and maybe even prevent the disease.  And before I get talking about the clinical and scientific aspects, I did want to thank Meryl for the very moving speech she just gave and allude back to the beginning of yesterday when we heard about the fact that one of the problems with neurologic and psychiatric diseases is the stigma associated with them and in that light, while I’ll be telling you about the science today, I wanted to dedicate this particular talk to my father who just finished going through what your husband is still going through.  

So, just to put everybody on the same page, dementia is a decline in memory and other cognitive abilities sufficient to impair social and occupational functioning.  And there’s many, many different things that can cause dementia.  Alzheimer’s disease in the western world is the most frequent cause or contributor to dementia, probably causing about 70% to 75% of cases that we see.  And you can see that the prevalence of dementia is not so high, even age 70, it’s about 2%.  But by age 85 and over, it approaches 50% and that’s why we’re all so worried about this. 

David Holtzman:
What are the clinical features of Alzheimer’s disease?  There’s a very gradual and insidious onset and progression.  Typically, what’s first noticed is changes in recent or what’s called episodic memory.  Forgetting conversations, repeating yourself, things like that.  The thing is, in the beginning of Alzheimer’s disease, it’s almost never the only thing that’s present.  There’s almost always other abnormalities present as well, typically in executive functioning.  So it manifests as difficulty with problem solving, attention, and then there are other types of cognitive abnormalities that begin to occur later with the disease, with language, visual spatial dysfunction.  Behavioral dysfunction is present often early with apathy, sometimes depression and as the disease progresses, some patients end up developing things like delusions, hallucinations and other changes.  

The course of the disease is variable from the beginning of symptoms to the end.  Averages eight to twelve years, but as you’ve heard, it can be quite variable from person to person.  There are basically four stages of the disease, very mild, mild, moderate and severe.  You saw earlier the stage of severe disease.  I’ll show you in a moment somebody with very mild disease.  Based on the symptoms and signs, Alzheimer’s is usually now recognized in its early clinical phases and this is a change over the last twenty years.  And this is most easily seen by asking an informant, a spouse or family member, about what’s been happening with a person as opposed to only interviewing the patient themselves.  

There are two major types of Alzheimer’s disease.  Early onset familial forms which are rare, but they’ve been very informative about the science of the underlying pathology and cause of disease.  And then there’s the late onset form which is most of the cases.  It typically occurs after age sixty and as I showed you, it gets more and more common with advancing age.  Age is the strongest risk factor for disease, but Alzheimer’s disease is one of the most strong genetic diseases of any of the common diseases of man.  And so, a lot of insight into the disease has come from studying the genetics.   

As you’ve seen by many speakers at this conference so far, the prevalence of this disease, it’s estimated right now about 5.3 million people have Alzheimer’s disease, but this is actually a marked underestimate because the people who have very mild dementia due to Alzheimer’s disease aren’t included in these numbers.  So there’s probably about ten million people now that have this disease, clinically have it and you can see that over the next forty years, it’s estimated that it’s going to proximately triple in number and so this is why we’re all so interested in the disease.  

So, what I’m going to do is briefly play a video of one of my close colleagues, John Morris, interviewing a collateral source, so a spouse, of a subject with the very mildest changes of Alzheimer’s disease.

[video plays]

[Video]

Thanks for coming to visit with us today.

Thank you very much.

We’re here to talk about your husband.  Now tell me about his memory and thinking.  Does he have problems with his memory and thinking?  

Yes.

Can you tell me about that?

He has a problem when he’s driving. He has a problem not being able to differentiate between, like highway 55 being to his left or to his right and having to, you know, when he gets out of the neighborhood and out of his familiar, well, territory, that he’s accustomed to driving all the time, he is, he’s lost.  When he does venture our.

So you’re more and more navigating?

Yes.  

How long have the memory problems been there?  

Hmmm, well probably at least seven years.  

This is probably only three years actually in this case, but just so you – 

Did it come on suddenly or gradually?

Gradually.

Do you think things are getting worse?  

Very gradually.

Very gradually?  

Um hmm.

Does he tend to repeat himself?  

Occasionally.  

What?  Ask you a question?

[Video]
And then, repeat it a little later.  

As if he hadn’t asked it before?  He’d forgotten?

Yes.  He’s forgotten.  

Does he misplace items?

Occasionally.  Not often.

Can he find them or?

Occasionally, again.  Sometimes he can, but usually I run in and help him.

These kind of minor problems, knowing where he’s going, repeating questions occasionally, occasionally misplacing items, are these things that are there most days?  That is they’re consistent or some days he doesn’t have any problems at all?

They’re pretty consistent, but there are some times when they seem to be more noticeable than others.  

Compared to his problem solving abilities, ten or so years ago, would you say his problem solving abilities at the present time are as good as they’ve ever been?  They’re good, but not as good as before?  Only fair, poor or no ability at all?

I would say they’re pretty good.  But not as good as before.

Not as good as before.  Okay.  Does he do repairs?

Uh, Yeah, he does.  

At the level that he would have a few years back?   

So we’re going to move to the subject now.  

Twenty-six, twenty-eight.

How many nickels in a dollar?

Twenty.

How many quarters in six dollars and seventy-five cents?

[Video]

Twenty-seven.

Subtract three from twenty and then keep subtracting three from each new number all the way down.

Seventeen, fourteen, eleven and then nine, six, three.

So I think this is a person who has very mild dementia.  Most likely from Alzheimer’s disease and I’ll show you why I’m illustrating this particular participant in one of our research studies in a moment.  So, this is Alois Alzheimer who first described this disease in 1906 surrounded by his colleagues in Germany.  And what he described was an individual named Auguste D., who developed dementia starting at age forty-nine and died at age fifty-five.  It turns out she had one of the rare early onset forms of Alzheimer’s disease.  In any case, what he described were these, at time of autopsy, were these plaques and tangles.  You can see on the lower right, the accumulation, this microscopic picture shows the accumulation in the extracellular space of the brain of the substance referred to earlier called amyloid beta, or A. beta.  The other major feature he described were the intracellular, intraneuronal accumulation of an aggregated form of the protein called tau in neurofibrillary tangles as well as in the neuronal processes.  
So, these features turned out to be very important in the disease.  They’re not just tombstones and in addition to these features, what we now know is that there is a lot of nerve cell and synaptic dysfunction and loss.  There’s also gross atrophy of the brain shown here.  And there’s a lot of inflammation around these lesions in the brain.  This is a schematic picture of what I just showed you and you can see that this amyloid beta peptide, here shown as A. beta 42, is normally a soluble protein.  It’s made quickly and removed from the brain.  Doesn’t appear to cause any problems under normal circumstances.  But, in Alzheimer’s disease and before it ever starts clinically, you begin to get the accumulation of aggregates or oligomers of this substance that appears to damage the brain.  And these lesions are surrounded by inflammatory cells called microglia and astrocytes that secrete different proteins called cytokines and we don’t understand the role yet of inflammation in the brain, but it probably does play an important role.    

In addition, you see these, again, these neurofibrillary tangles made of the protein tau that accumulate in nerve cell bodies.  And the thing about Alzheimer’s disease that’s very similar to most other neurodegenerative diseases like Parkinson’s, Huntington’s, etc., is that these proteins are disorders of protein aggregation.  Where proteins that are normally soluble in the brain, aggregate build up and somehow lead to injury.  

David Holtzman:
We are far from knowing all of the science of this disease, but we do – I think there’s quite a lot that has been learned about this disorder in the last twenty-five years.  Just to highlight a few points, the amyloid beta peptide here shown in this diagram, comes from a much larger precursor protein called the amyloid precursor protein, first discovered in 1987 by Rudy Tanzi and others and you can see that this amyloid beta peptide is normally produced from this precursor by enzymes that cleave it called beta and gamma secretase.  And one of the first mutations that was found that causes early onset Alzheimer’s disease was in the amyloid precursor protein itself.  And what these mutations actually do, is they cause too much of this protein, called A beta 42, to be produced.  And for any of these disorders where protein aggregates build up, the concentration of the soluble protein is what ultimately determines whether it’s going to aggregate.  So if you make too much throughout your life, it’s more likely to build up and this is one of the things that’s told us that the amyloid peptide is one of the major key contributors to the onset of disease, is the genetics in this, the mutations in this protein itself actually lead to disease.  
The other mutations that lead to disease are in the presenilins and that’s one of the enzymes that actually clips A beta from APP.  And these mutations also lead to an increase in the production of this A beta protein.  The other thing that tells us that the A beta protein is important, is that the major genetic risk factor for this disease called ApoE, is actually, doesn’t affect the production the amyloid protein, but it binds to the amyloid proteins and influences whether it’s cleared appropriately from the brain and whether it aggregates.  So I think a lot of genetic and biochemical and other evidence suggests that the amyloid peptide, when it converts from a soluble to these different insoluble forms, somehow is leading to damage in the brain.  And there’s a lot of work that still needs to be done about what are the mediators of this toxicity?  What’s the role of inflammation?  And further, how does this protein, A beta, ultimately drive further neurodegeneration by causing the tau protein to build up in the brain, which is also strongly correlated with the neurodegenerative process.  So this is just an outline of some of the major science that’s occurred over the last many years.  

One of the biggest discoveries in this field comes from clinical research which tells us that if you remember the person I just showed you who clinically had very mild Alzheimer’s disease, if that individual had died at that point of disease, he wouldn’t have shown early changes in the brain.  The amyloid peptide would have already been reaching its almost maximal extent of accumulation.  The amount of neurofibrillary tangles were on its way up.  Neuronal death is – in some areas of the brain that Dr. Buckner talked about, half the neurons are already dead.  So we’re not talking about early disease when we talk about early clinical disease.  We’re talking about a disease that probably began maybe fifteen years before with the initial accumulation of this pathology.  

So what some of the evidence behind that is come from biomarkers.  So what are biomarkers?  They are characteristics that are objectively measured and evaluated as 
David Holtzman:
indicators of a normal biological process, a disease process or pharmacological response to a therapeutic intervention.  We all know about blood cholesterol, is a biomarker for risk to have a heart attack.  Blood pressure is a risk for having a stroke, high blood pressure.  What about in Alzheimer’s disease?  So what the field has been studying the last number of years are actually measuring these proteins that build up in the brain in fluids like spinal fluid.  So, for example, what you can see is the amyloid peptide itself, if you compare a bunch of control individuals who are elderly versus people with Alzheimer’s disease, it’s lower in patient’s with Alzheimer’s disease versus controls.  And when we saw this a few years ago, it looked interesting from a biologic standpoint, but there was so much overlap between the patients who had Alzheimer’s using controls, we didn’t understand, is this something that might be useful?  But it turns out that this change that occurs where this protein gets lower in the spinal fluid is probably telling us not so much about the cognitive state of a person, but about what’s actually going on in the brain in regard to these proteins.  

So, for example, one of the theories that appears pretty close to now being proven, is that when the amyloid beta peptide, which is normally in the brain when it aggregates, what we think happens is it doesn’t allow this protein to escape into the CSF.  So it causes a change in the equilibrium between this molecule.  

And so, in order to really test whether the reason this protein’s low in the spinal fluid of people with Alzheimer’s disease, is we had to come up with a way to image the brain at the same time for the presence of amyloid at the same time we’re measuring actually the protein in the spinal fluid.  And with the advent of amyloid imaging developed by Bill Klunk and Chet Mathis at the University of Pittsburgh, we could measure how much amyloid is in the brain and I wont go through the details of how this is done other than say you can see on the right, somebody with a lot of amyloid in their brain and somebody who does not have this.  And in these same individuals, we began to study the levels of the amyloid protein in the CSF.  So what you can see is on the people on the right here, the first individuals we looked at, those who are demented have lower levels of CSF A beta 42 than the controls, but there’s a lot of overlap.  But if instead you look at this data where you divide the groups into those who have amyloid in the brain versus those that don’t, all the people who have amyloid in the brain have a low CSF A beta 42 and all those who did not had a high CSF A beta 42.   

So this tells you that this is really marking the pathology, not necessarily the cognitive state.  And this has been now validated in much larger numbers of individuals across studies like ADNI as well as our own studies which we started doing about 8 years ago.

The other thing that when this amyloid protein builds up you can see is that, the protein tau increases.  And this suggests that when this A beta protein accumulates, that neurodegeneration is accelerating.  And this graph I’m showing you is all on people who are cognitively normal.  Elderly.  Sixty to ninety year old people.  So if you see this, you say, well are these just biochemical changes?  
David Holtzman:
Do they mean anything?  So if you actually look at these individuals who have amyloid in the brain and who have evidence of neurodegeneration in their CSF, what happens to them?  And in the left panel, what you can see in this red line are people who started as cognitively normal, but had evidence in their spinal fluid that they had neurofibrillary tangles and amyloid plaques and you can see by four years, 80% of them have converted from normal to very mildly or mildly demented.  

So I think we’re getting to the point where we do have markers that tell us people can have pre-clinical disease and this is where we really ought to be moving to develop our treatment trials and not waiting until people are already impaired.  

So there’s a lot of promising treatments in development for Alzheimer’s disease.  There are treatments that decrease the production of amyloid.  Treatments that remove amyloid from the brain.  Treatments that decrease tau aggregation and tau aggregates.  Treatments that improve the symptoms that are new that are in addition to what we already have.  Treatments that are potentially neuroprotective.  So this is a very active field.  One of the reasons you may have heard in the last few years, there’s been large trials, for example, that are trying to affect the amyloid peptide which have failed.  And there are two potential reasons for this.  One is that the treatments that have already been taken into large trials in humans that failed, none of those treatments were actually shown in human beings to be hitting their target effectively before doing large trials.  The other major reason they may have failed, as shown on this graph, which is that the treatments to date have been tried in people with mild to moderate dementia.  That’s kind of like taking somebody who’s had three heart attacks, has heart failure and then giving them a cholesterol lowering drug.  It’s hard to imagine there’s going to be a very large effect.  

So we’re going to have to move these trials earlier, which means we’re going to need to use biomarkers.  And we’re going to have to develop large consortiums to do these trials appropriately.  So, I think I’ve said everything already in the summary and I’ve gone over time.  I wanted to thank many of the people who have facilitated this work, including the NIH Cure Alzheimer’s Fund and several companies.  Thank you very much.

[applause]
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